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Public engagement on encryption issues surged following the 2015 terrorist attacks in Paris and San Bernardino, particularly when it was suspected that the attackers used encrypted communications before, and possibly during, the attacks in order to evade detection—a phenomenon known as “going dark.” While encryption provides important benefits to society and the individual, it also makes it more difficult for law enforcement and intelligence professionals to keep us safe.

Some have framed the debate surrounding encryption as a battle between privacy and security. Our extensive discussions with stakeholders, however, have led us to conclude that the issue is really about security versus security: encryption protects critical infrastructure, trade secrets, financial transactions, and personal communications and information. Yet encryption also limits law enforcement’s ability to track criminals, collect evidence, prevent attacks, and ensure public safety. Initially, lawmakers and some among law enforcement personnel believed the solution was simple: statutorily authorize law enforcement access to obtain encrypted data with a court order. Unfortunately, this proposal was riddled with unintended consequences, particularly if redesigning encryption tools to incorporate vulnerabilities—creating what some refer to as “backdoors”—actually weakened data security. Indeed those vulnerabilities would naturally be exploited by the bad guys—and not just benefit the good guys.

The global technology industry is undergoing rapid change. Consumers now demand that companies incorporate encryption into their products and services as a matter of routine practice. We are just beginning to understand the implications of this transformation. If the U.S. placed burdensome restrictions on encryption, American technology companies could lose their competitive edge in the global marketplace. Moreover, studies suggest that two-thirds of the entities selling or providing encrypted products are outside of the United States. Thus, bad actors could still obtain the technology from foreign vendors regardless of U.S. legislative action.

Over the course of the past 15 months, Members and staff of the House Committee on Homeland Security have held more than 150 meetings and briefings, both classified and unclassified, with key stakeholders impacted by the use of encryption. As a result of our robust investigation, the Committee staff has come to understand that there is no silver bullet when it comes to encryption and “going dark.” While we benefited tremendously from our engagement with stakeholders, we did not discover any simple solutions. No matter what path emerged, there were always troublesome trade-offs. Thus, in our estimation, the best way for Congress and the nation to proceed at this juncture is to formally convene a commission of experts to thoughtfully examine not just the matter of encryption and law enforcement, but law enforcement’s future in a world of rapidly evolving digital technology. We believe that experts in the fields of commercial technology, computer science and
cryptology, privacy and civil liberties, law enforcement, intelligence, and global economics are best equipped to deconstruct this extraordinarily complex problem, and propose novel solutions that will stand the test of time. House Homeland Security Chairman Michael McCaul and Senator Mark Warner have proposed the formation of a National Commission on Security and Technology Challenges (hereinafter, “Digital Security Commission”) to bring these experts together to engage one another directly and, over the course of a year, develop policy and legislative recommendations to present to Congress. The report the Commission will produce will also serve as an invaluable reference document, providing a better understanding of this issue for Congress and the American public, and helping to forge a national consensus on solutions that preserve American innovation, strengthen our competitiveness, and preserve the rule of law.

The Committee has produced this primer to briefly describe important themes and considerations surrounding the widespread use of encryption technologies—including the practical and economic value encryption brings to certain industries and the wider market; the impact ubiquitous encryption is having on law enforcement; the ways in which various governments around the world are responding to this challenge; and a discussion of some existing legislative proposals. Finally, this document explains why future progress in addressing these challenges will likely depend on a more formal national discussion involving the necessary stakeholders in the form of a Digital Security Commission.

Introduction

American innovation and ingenuity has spurred the development of technologies that make it easier to travel, communicate, research, create, produce and distribute quality goods, and generally improve quality of life – not only for Americans, but for people around the world. So too, since our founding, the U.S. has been dedicated to preserving and expanding the rule of law, including the pursuit of justice at home and the promotion of American values abroad. These two ideas have remained hallmarks of the American identity for nearly two hundred and fifty years. Even today, they jointly continue to inform our progress toward a “more perfect union.”
Yet, through the course of our history, the concepts of innovation and regulation have sometimes seemed at odds with one another. Congress and the American people have always sought to strike the right balance between the rule of law and individual liberty. Several examples illustrate this point, including debates surrounding the development of a robust anti-money laundering regime in online and in-person banking in the 1980s and 1990s; the Communications Assistance for Law Enforcement Act in the early 1990s; the appropriate use of “roving wiretaps” in response to the widespread adoption of mobile communications in the early 2000s; and current discussions on the proper role of commercial drone technology in public and private arenas.

In recent years, we have been presented with one more example of this challenge: the widespread use of encryption by the general public, and the exploitation of this technology by criminals and terrorists. This debate has been accelerated by the allegations made by former federal contractor Edward Snowden regarding government surveillance and privacy, and the rise of the tech-savvy Islamic State of Iraq and Syria (ISIS) and its attacks against the West. In describing the issue, Secretary of Homeland Security Jeh Johnson noted, “The current course we are on, toward deeper and deeper encryption in response to the demands of the marketplace, is one that presents real challenges for those in law enforcement and national security ... We in government know that a solution to this dilemma must take full account of the privacy rights and expectations of the American public, the state of technology and the cybersecurity of American businesses.” Clearly, the problem at hand is complex.

According to FBI Director James Comey, “Going Dark” refers to the phenomenon in which law enforcement personnel have the “legal authority to intercept and access communications and information pursuant to court order,” but “lack the technical ability to do so.”

What’s more, many stakeholders involved in the discussions surrounding this issue feel their motives, patriotism, and even their intelligence are called into question by those who oppose their point of view. As a result, relationships have been damaged, and progress has been stymied.

In an effort to find solutions, the House Homeland Security Committee engaged all relevant parties to identify steps that could be taken toward a solution. The Committee held more than 150 meetings with various stakeholders—including experts from the technology industry, federal, State, and local law enforcement, privacy and civil liberties, computer science and cryptology, economics, law and academia, and the Intelligence Community. This process, which took place over the course of more than a year, revealed the significant complexities surrounding not only the use of encryption by criminals and terrorists, but also the overall challenges associated with how U.S. law enforcement and intelligence agencies adapt to rapid advances in technology.
As a result of its investigation, the Committee developed **seven general findings**:

1. Encryption plays a vital role in modern society, and increasingly widespread use of encryption in digital communications and data management has become a “fact of life.”

2. Law enforcement entities face real and persistent challenges when they encounter encrypted communications during the course of investigations and prosecutions. In some situations, encryption restricts law enforcement’s ability to successfully prosecute cases, or to identify and mitigate threats to public safety and national security.

3. Today, more than ever before, technology, public safety, and counterterrorism are inextricably linked. Technology, such as encryption, protects our data and our infrastructure, and helps to ensure the privacy of our citizens; yet it is also exploited by bad actors, including drug traffickers, child predators, and terrorists, to facilitate criminal activities, and threaten our national security. Thus, what we are really dealing with is not so much a question of “privacy versus security,” but a question of “security versus security.”

4. Governments worldwide are struggling to address the challenge of “security versus security,” and are exploring multiple policy and legislative responses. This is resulting in a patchwork of inconsistent laws and proposals governing the same issue to the detriment of law-abiding citizens and the benefit of criminals and terrorists.

5. Any legislative “solutions” yet proposed come with significant trade-offs, and provide little guarantee of successfully addressing the issue. Lawmakers need to develop a far deeper understanding of this complex issue before they attempt a legislative fix.

6. The impacted parties themselves need to directly engage one another in an honest and in-depth conversation in order to develop the factual foundation needed to support sustainable solutions.

7. The debate surrounding the abuse of widely available encryption technology is part of a larger question of ensuring that law enforcement and national security efforts keep pace with technological advancement without undermining American competitiveness and American values.
I. Encryption, Security, and the Modern Economy

**Smartphones**

The speed with which society has absorbed mobile communication devices and sophisticated communication platforms into daily life is staggering. Only a few years ago, cell phone capabilities were normally limited to phone calls and text messages. But according to a survey released in April 2015, nearly two thirds of Americans now own a smartphone that provides Internet access and stores vast amounts of personal data. A separate report suggests there are approximately 2.6 billion smartphone subscriptions worldwide.

Because a single device can now contain a phone, camera, and global positioning system (GPS), as well as access to email, social media, and web browsing, and can store sensitive information like health records and financial data, users have come to expect their devices to be secure. Therefore, many smartphone users rely on password protection, encryption, and other security features to safeguard the content of their devices. In many ways, the smartphone has reshaped our thinking about privacy and security.

---

**At its most basic, encryption is a process of limiting access to data by “using a code or mathematical algorithm so as to [make the data] unintelligible to unauthorized readers.”**

The American Heritage Science Dictionary

**The Internet**

A 2012 report published by the Boston Consulting Group estimated that by 2016, half the world’s population will be using the Internet, and the value of the Internet within the G-20 economies would reach $4.2 trillion. According to the Internet Association, in 2014, the Internet sector contributed $966.2 billion to the U.S. economy, or 6 percent of real GDP. Today, more than half the world’s population—and 84 percent of American adults—use the Internet.

Moreover, the physical world is becoming increasingly connected to the Internet. From critical infrastructure systems like water treatment plants and electrical grids, to financial institutions, to new models of automobiles and everyday household appliances, the
“internet of things” (IoT) is on the rise. This has created new concerns about the security of networks. As more and more consumer facing “things” become interconnected, the public will likely demand that encryption be made available for everyone and everything.

**Impact on the Modern Economy**

Nearly every aspect of the modern economy benefits from advancements in digital communications—and the security of those communications is critical. A 2016 study from the Ponemon Institute reports that 85 percent of more than 5,000 information technology (IT) professionals surveyed globally said that their organizations have an encryption strategy, and 37 percent said it was applied consistently across the enterprise. This is a substantial increase from a survey Ponemon conducted in 2005 which found that an astounding 38 percent of U.S. organizations had no encryption strategy in place at all.

While it is not possible to quantify exactly how much economic growth has been supported by the use of encryption, it is generally accepted that the ability of major firms to protect their customers’ data will continue to be an important factor. Thus far, the evidence suggests that Americans have clearly embraced encryption as the best means to safeguard their information and transactions online.

**Impact on Financial Services**

Banks and other financial institutions invest heavily in encryption technologies to protect their networks and safeguard their information. In fact, due in part to regulatory demands and best practices, the “financial sector accounts for approximately 44 [percent] of [the] global encryption software market,” according to a recent report. American consumers expect their financial data to remain both accessible and secure.

Indeed, 51 percent of U.S. adults, or 61 percent of Internet users, bank online. And, as of 2013, approximately 30 million households report using online banking through mobile devices. The banking and financial services industry has long been recognized as a leader in security. As a 2011 survey from the analytics firm comScore points out, “customers still reported feeling more secure on their [financial institution’s] website than on the Internet as a whole.”

This confidence in online banking has sparked innovation and improvements over time. A Federal Reserve Payments Study from 2013 found that although paper checks continue “to persist as a significant portion of noncash payments ... interbank processing and clearing of these checks are virtually all electronic.” Without strong encryption protecting these
transfers, the number of fraudulent transactions would undoubtedly be significantly higher. Data breaches for financial institutions are among the primary motivations for the industry’s heavy investment in encryption.

Impact on E-commerce and Retail

Mirroring trends in online banking and financial services, online commerce would be far less trusted and far less robust without encryption to keep customer data secure for payment processing. In 2015, the Department of Commerce estimated e-commerce sales at $341.7 billion, accounting for 7.3 percent of total retail sales—a 14.6 percent increase from 2014. E-commerce has become a critical component of the U.S. economy. According to the most current data available, in 2013 U.S. manufacturers reported that e-commerce shipments were valued at approximately $3.3 trillion.

Impact on Healthcare

Since 2009, the Health Insurance Portability and Accountability Act (HIPAA) Breach Notification Rule has encouraged healthcare providers to secure their data through encryption by requiring those that suffer a data breach to notify their clients within 60 days. Despite this move, the American health system has fallen victim to a number of high-profile data breaches. According to the Department of Health and Human Services Office of Civil Rights, which publicly reports breaches affecting more than 500 individuals, 253 breaches compromised 112 million total records in 2015. Moreover, the International Data Corporation’s Health Insights group predicts “1 in 3 health care recipients will be the victim of a health care data breach in 2016.”
II. Encryption, Public Safety, and Law Enforcement

The Digital Crime Scene

Although digital technology has brought value to the marketplace, the proliferation of applications and devices that utilize end-to-end encryption has presented law enforcement and intelligence officials with new challenges: criminals, terrorists, and other bad actors are taking advantage of encryption to hide their activities, operate in the dark, and conceal evidence. Because so much information—communications, records, photographs, etc.—is now stored on personal digital devices like smartphones and personal computers, law enforcement professionals are increasingly investigating “digital crime scenes.” Accordingly, law enforcement and intelligence officials have reported to Committee staff that their inability to obtain access to the digital communications of criminals is increasingly hindering their activities. Indeed, the Office of the District Attorney for New York County reported that investigators struggled with more than 175 cases between September 2014 and March 2016 because they lacked access to digital information.

At the same time, Federal Bureau of Investigation (FBI) Director James Comey testified before the House Homeland Security Committee in the fall of 2015 that:

“Unfortunately, changing forms of Internet communication and the use of encryption are posing real challenges to the FBI’s ability to fulfill its public safety and national security missions. This real and growing gap, to which the FBI refers as “Going Dark,” is an area of continuing focus for the FBI; we believe it must be addressed given the resulting risks are grave both in traditional criminal matters as well as in national security matters.”

Compelling Assistance

The government has relied on the 1789 All Writs Act (“AWA”) to help law enforcement gain access to certain encrypted communications. Absent alternative remedies, the AWA authorizes U.S. federal courts to “issue all writs necessary or appropriate in aid of their respective jurisdictions and agreeable to the usages and principles of law.” In other words, under certain circumstances, the court can compel a private entity to provide assistance to the government.

Unable to technically access data on a device despite a lawful warrant, law enforcement requests often rely on the AWA to compel technology companies to assist in data recovery. This has raised the question of whether the AWA may be used to compel a company to provide a “key” to an encrypted device or write code to bypass security features. Over the past several years, the government
A recent American Civil Liberties Union (ACLU) report documented 63 confirmed cases since 2008 across the country in which the government has applied for AWA assistance from Google or Apple to assist in data recovery.\textsuperscript{19} New York and California reported the highest number of filings, with 12 and 16 cases respectively.\textsuperscript{20} The filings identified by the report largely consist of requests for assistance in bypassing locked screens, resetting passwords, creating code, and extracting data.\textsuperscript{21} According to the ACLU, investigations into drug related crimes appear to be the leading cause of AWA motions.\textsuperscript{22} Other motions filed involved investigations into credit fraud, identity fraud, bribery, child pornography, and human trafficking charges.\textsuperscript{23}

Still, it would be a mistake to suggest that the officials charged with investigating and prosecuting criminals and terrorists and protecting the American public do not understand the value of encryption. The FBI, the Department of Homeland Security (DHS), and the wider Intelligence Community use strong encryption to secure their own information. Indeed, senior U.S. officials are on record encouraging the private sector and the public to do the same.\textsuperscript{24} At a Senate Hearing in July 2015, FBI Director Comey and Deputy Assistant Attorney General Sally Quillian Yates testified that the development and adoption of strong encryption is key to securing commerce and trade, safeguarding private information, promoting free expression and association, and strengthening cyber security.\textsuperscript{25} They stated that, “DOJ and the FBI support and encourage the use of secure networks to prevent cyber threats to our critical national infrastructure, our intellectual property, and our data so as to promote our overall safety.”\textsuperscript{26}

**Court Authorization to Conduct Electronic Surveillance**

It is important to remember that only a handful of offenses are serious enough to justify electronic interception orders. To obtain such an order, investigators must demonstrate that normal investigative procedures are impossible, or too dangerous to use. Additionally:

- Intercept orders have a limited scope;
- Targets of the surveillance must be identified with specificity; and
- Requests are subject to review by a U.S. Attorney, and by the Attorney General or Deputy Assistant Attorney General prior to being submitted to the Courts.

*These authorities are granted under Title III of the Wiretap Act (for criminal cases) and the Foreign Intelligence Surveillance Act (FISA) for cases involving foreign powers and the agents of foreign powers.*
Unfortunately, terrorists also use encryption technology to hide their communications from law enforcement and intelligence professionals. FBI Director Comey recently testified to the Senate Judiciary Committee that when Islamic State operatives encounter a potential recruit, “we see them giving directions” to move to a mobile messaging app that is encrypted. “And they disappear.” In later testimony, Comey further commented, “There is no doubt that the use of encryption is part of terrorist tradecraft now because they understand the problems we have getting court orders to be effective when they’re using these mobile messaging apps, especially that are end-to-end encrypted” [emphasis added]. Indeed, the perpetrators of terrorist attacks in Garland, Texas, Paris, France, and San Bernardino, California, in 2015 all exploited encrypted communications.

As recently as August 2016, a 16 year old French girl was arrested and charged with “criminal terrorist enterprise” and “provocation to commit terrorist acts using online communication” after she allegedly communicated and distributed numerous ISIS propaganda messages via the encrypted messaging app Telegram calling for violent attacks.

Yet this phenomenon is not new. Law enforcement and intelligence agents have been grappling with terrorists’ use of encryption for more than a decade. Though it is difficult to verify, according to one report, attackers in Bali, Madrid, and London masked their communications with encryption. The difference is that now, in 2016, encryption is ubiquitous. “The proficiency of criminals with encryption technology has advanced a lot [over the years] and smartphones now have the same parts as the PCs of 15 years ago,” commented Ran Canetti, a cryptography expert and professor at Boston University. “Strong encryption is widespread. Everybody today who wants to get their hands on strong encryption mechanics, they can do it.” Moreover, Canetti continued, “There’s no way to prevent people from using encryption. The 10 percent who would want the encryption secrecy will find a way to get it.” Thus, he concludes, “[Law enforcement] developing better encryption-cracking tools is a very good thing. But they should concentrate on encryption made by bad guys. Making the everyday encryption of the general public weak isn’t going to get you what you want, [not] when it comes to coordinated terrorist attacks. There’s no silver bullet answer.”
III. Encryption Around the Globe: A Patchwork of Legislative Responses

The 2015 terrorist attacks in Paris and San Bernardino prompted legislators across the globe to consider the challenges created by widespread use of end-to-end encryption. Different countries adopted different approaches to address the issue, creating a patchwork of laws and regulations.

**United Kingdom**

The United Kingdom (U.K.) in November 2015 introduced the Investigatory Powers bill in Parliament. While the bill seeks primarily to grant authorities to the government for bulk collection and lawful hacking, there are also elements addressing digital communications technology. According to news reports, “the bill gives the government the power to order ‘the removal of electronic protection applied by a relevant operator to any communications or data.’”\(^3\)\(^2\) The exact meaning of this and other terminology has been under scrutiny from lawmakers inside the British government. In February 2016, the Science and Technology Committee in the House of Commons released a report criticizing the bill for its lack of clarity on terms and definitions, as well as the potential impact on privacy, technology, and encryption.\(^3\)\(^3\) The Chair of the Committee, Nicola Blackwood, reiterated her support for encryption and opposed any “backdoor” or other exceptional accesses.\(^3\)\(^4\)

In June 2016, the House of Commons passed an updated version of the Investigatory Powers bill in a 444-69 vote.\(^3\)\(^5\) While it upholds the bulk surveillance and computer hacking authorities, the final version includes additional privacy protections and clarification that companies are not required to provide the government with access to encrypted communications unless it is technically feasible and not unduly expensive.\(^3\)\(^6\) These additions helped the bill gain broader support than it had upon introduction, but the bill still faces some opposition from privacy groups.\(^3\)\(^7\) The House of Lords will now consider the bill with a decision expected later in 2016.\(^3\)\(^8\)

In February 2016, U.S. and British officials began negotiating a bilateral agreement to update the mutual legal assistance treaty (MLAT) process for exchanging data.\(^3\)\(^9\) The current MLAT process requires a foreign government to make a formal diplomatic request for data and the Justice Department to seek a court order for the data on behalf of that country. This process can take months, which many countries complain is too long, particularly in sensitive national security investigations. The new proposal “would enable the British government to serve wiretap orders directly on U.S. communications firms for live intercepts” and seek stored data on U.K. citizens.\(^4\)\(^0\) The agreement would allow the U.S. government to have the same authority for data from British providers involving U.S. citizens.\(^4\)\(^1\) The proposal is intended to help the U.S. obtain appropriate information from relevant British companies, as well as reduce the administrative burden on U.S companies seeking to comply with British requests.\(^4\)\(^2\) In a July 2016 letter, the Justice Department sent its proposal to Congress, which has yet to take any action on it.
**France**

French legislators in January 2016 considered an amendment to the Digital Republic bill that required technology companies to provide government access to certain products. The amendment was introduced in the wake of the attacks in Paris to provide law enforcement with additional tools to prevent future attacks. Legislators rejected the amendment out of fear that it would ultimately weaken data security.

A month later, however, the lower chamber of Parliament voted in favor of an amendment to punish tech companies that refused to decrypt messages for law enforcement. The legislation included language that punished offenders with a €350,000 fine and up to five years in prison. Legislators are currently pushing the bill through the legislative process.

**The Netherlands**

In the wake of the Paris attacks, Amsterdam began reviewing the government’s law enforcement authorities and concluded it would not force technology companies to share encrypted communications. The Dutch government reasoned—similar to the amendment to the French Digital Republic bill—that such a move would weaken data security and create vulnerabilities for “criminals, terrorists and foreign intelligence services” to exploit.

**Germany**

German government officials recently expressed support for strong encryption and vowed to become “one of the most secure digital locations” in the world. Officials also pledged “more and better encryption” and commented that the country aims “to be the world’s leading country in this area. To achieve this goal, the encryption of private communication must be adopted as standard across the board.”

**European Union**

European Commission Vice President Andrus Ansip in May 2015 commented that there were no plans to enable access to encrypted communications in Europe. Citing the importance of maintaining public trust, Ansip cautioned that if there were backdoors then someone would eventually abuse them. Ansip in March 2016 reiterated his opposition to “backdoors to encrypted systems” because “sooner or later somebody will misuse [them].” He also urged the U.K. and France to prevent backdoor access to encrypted technology.
Yet, in August 2016, the French and German Interior Ministers announced a plan for a new EU proposal that would require technology companies to provide law enforcement with access to encrypted communications for criminal investigations.\textsuperscript{55} The proposal was presented at a September 2016 summit of EU leaders, who will now consider the proposal for the continent.\textsuperscript{56}

**China**

China in December 2015 passed an antiterrorism law requiring telecommunication and Internet service providers to “provide technical interfaces, decryption and other technical support and assistance to public security and state security agencies when they are following the law to avert and investigate terrorist activities.”\textsuperscript{57} It is unclear whether the law will have any impact on U.S. companies because Beijing has yet to implement the legislation. The final law does not go as far as the initial draft, however, which would have required companies to pass proprietary information directly to the government.\textsuperscript{58}

**Russia**

In June 2016, Russia’s lower house, the State Duma, passed an antiterrorism bill that requires software companies operating within the country to enable the government to view all messages—essentially mandating a “backdoor” into encrypted communications.\textsuperscript{59} The bill now moves to the Federal Council, Russia’s upper house, before potentially heading to the Kremlin to be signed into law.\textsuperscript{60}

**India**

The Indian government in September 2015 withdrew a proposal that would have forced citizens to store plain-text versions of their data for 90 days and make it available to security agencies after widespread blowback from the technology sector and privacy and human rights groups.\textsuperscript{61}

**Iran**

In May 2016, Iran’s Supreme Council of Cyberspace set a one year deadline for foreign messaging companies to transfer all data and activity associated with Iranian users to servers in Iran.\textsuperscript{62} This deadline has raised privacy and security concerns over storing such data within the country, where the use of messaging services is becoming widespread – including an estimated 20 million Iranians using the popular messaging app Telegram.\textsuperscript{63}
Brazil

The Brazilian government in December 2015 sought to compel Facebook subsidiary WhatsApp to share encrypted communications with authorities in a drug trafficking investigation. When WhatsApp failed to produce the communications, a Brazilian judge ordered the company to shut down. The order was overturned only hours later after public backlash. With nearly 100 million WhatsApp users in Brazil, “Brazilians sought temporary refuge in other communications that weren’t blocked by the court order, such as Viber or Facebook Messenger. Telegram Messenger reported that some 1 million Brazilians signed up for its service within a matter of hours.”

Brazilian authorities later arrested a senior Facebook executive in March 2016 when WhatsApp failed to produce the same encrypted communications. The executive was released after 24 hours, when a judge reversed the arrest order. Additionally, in July 2016, prosecutors in the northwestern State of Amazonas froze 38 million reais (about $11.6 million) in Facebook assets after the company failed to comply with a court order requiring it to turn over certain WhatsApp messages.

United Nations

United Nations High Commissioner for Human Rights Zeid Ra’ad Al Hussein in March 2016 commented that encryption was essential to the interests of freedom. He stated, “Encryption and anonymity are needed as enablers of both freedom of expression and opinion, and the right to privacy. Without encryption tools, lives may be endangered.” While acknowledging that law enforcement “deserves everyone’s full support” in carrying out investigations, he expressed concern over “unlocking a Pandora’s Box that could have extremely damaging implications for the human rights of many millions of people, including their physical and financial security.”

United States

As discussed above, the U.S. government has relied on the AWA to compel the assistance of private entities like Apple and Google to help the government enforce other lawful orders or decisions. Within the last year, Apple challenged the government’s power under the AWA in two high-profile cases in New York and California, resulting in dueling orders that could set the stage for conflicting precedent in the future. The federal government ultimately withdrew its request when it contracted with an outside, private entity to access the devices in question.

In September, 2016, The Associated Press, USA Today, and Vice Media sued the FBI to compel the agency to reveal the identity of the contractor, the method of the hack, and...
the funds expended for the project. The complaint notes, “[the requested information should be made public] because it will inform the public debate over whether the current legislative apparatus is sufficient to meet the Government’s need for such information.” The complaint further argues that the FBI’s purchase of the hacking technology from an unidentified third-party raises serious ethical concerns, such as “whether or not the FBI feels compelled to contract with groups of hackers with suspect reputations.” (Case No. 16-cv-1850 in the United States District Court for the District of Columbia, Sept. 16, 2016).

Although to date no legislation has been enacted to address the issue, and the White House has declined to take a position, many of the stakeholders the Committee met with have strong opinions on the appropriate path forward. One view is that encryption is an essential element of an individual’s right to privacy and must be protected at all costs. As the ACLU noted, “To preserve the promise of expression online, our laws must adequately protect the rights to communicate securely and to remain anonymous.”

Yet others have suggested it is necessary to sacrifice some level of privacy to ensure that Americans are kept safe from harm. Moreover, courts generally agree that there is no absolute right to privacy in America: we operate within a system of checks and balances where the government has the right—provided it is pursued by lawful means—to obtain certain information to protect U.S. national security. Thus, companies, like any other component of our society, must abide by the same set of rules irrespective of the perceived burden.

**Congressional Legislative Proposals**

Several bills offered in Congress reflect these strong opinions. For example, the “ENCRYPT Act of 2016”, offered by Rep. Ted Lieu (D-CA) in February 2016, provides that no State or subdivision thereof may prohibit the use of encryption or compel any entity to “design or alter the security functions in its product or service to allow the surveillance of any user of such product or service, or to allow the physical search of such product, by any agency or instrumentality of a State, a political subdivision of a State, or the United States.”

At the other end of the spectrum, the “Compliance with Court Orders Act of 2016,” a discussion draft offered by Intelligence Committee Senators Richard Burr (R-NC) and Diane Feinstein (D-CA) in April 2016, requires that “a covered entity that receives a court order from a government for information or data shall provide such information or data to such government in an intelligible format; or provide such technical assistance as is necessary to obtain such information or data in an intelligible format or to achieve the purpose of the court order.”

A third way, offered by House Homeland Security Chairman Michael McCaul (R-TX) and Senator Mark Warner (D-VA), proposes to bring together experts from each of the key areas—cryptology, global commerce and economics, federal, State and local law
enforcement, the technology sector, the Intelligence Community, and the privacy and civil liberties community—to form a Digital Security Commission. The Commission would be charged with analyzing digital security challenges, including encryption and developing recommendations for Congress to chart a course forward.

The McCaul/Warner Commission includes representatives from:

- Cryptology
- Global commerce and economics
- Federal law enforcement
- State and local law enforcement
- Consumer-facing technology sector
- Enterprise technology sector
- Intelligence Community
- Privacy and civil liberties community

This approach recognizes that equities on all sides of the encryption debate should be taken into consideration.
IV. No Simple Solution: Trade Offs And Trends

Two key themes have emerged from our discussions with stakeholders over the past year: 1) if we are to get ahead of this issue as a society, we must first develop a common lexicon and a common understanding of what the problem actually is; and 2) legislative proposals seem to determine clear “winners” and “losers” in the debate, thereby risking significant blowback for all the parties involved. As Director of the National Security Agency Admiral Michael Rogers recently commented:

“Encryption is foundational to the future – given that foundation, what is the best way to deal with it? It’s crazy to think we can make it go away. Technology is creating capabilities that have only been a dream for us as a society in the past, we need to figure out how to deal with that reality... Concerns about privacy have never been higher, given this combination, how do we make all of this work? We need balance realizing it isn’t about one or the other. This is not just a military or national security problem, it is much broader than that.”

Stakeholders have also raised legitimate questions about the impact of U.S.-centric legislation on U.S. companies’ ability to compete in a global market. For example, as discussed above, a study released earlier this year conducted by Harvard University suggests that two-thirds of entities selling or providing encrypted products are outside of the United States. Thus, U.S. legislation might have little impact on bad actors that can obtain encryption tools outside of the United States, while irreparably harming U.S. commercial interests by driving customers to foreign competitors. Indeed, according to the authors of the Harvard University’s Berkman Center for Internet and Society paper Don’t Panic: Making Progress in the “Going Dark” Debate, “critics fear that architectures geared to guarantee such access would compromise the security and privacy of users around the world, while also hurting the economic viability of U.S. companies.”

Other stakeholders have suggested that it is the transition to default encryption on widely available products and smartphone applications which encrypt or automatically erase communications that pose the real problem. They argue, if criminals or terrorists had to proactively opt into encryption, or go out of their way to obtain encryption software, the problem might be more manageable. As Office of the Director of National Intelligence General Counsel Robert Litt recently noted, “there are a lot of sloppy and stupid terrorists out there ... people don’t always choose the most secure” technologies.

These perspectives further illustrate the diversity of views on technology issues specifically, particularly when it comes to reaching a consensus on appropriate policy and legislative recommendations. No matter the issue, there will be trade-offs and compromises that likely need to be reached.
In the words of former Commissioner of the Boston Police Department, Edward F. Davis, “These issues are too important to resort to inaction, and too complex to resolve without consensus.” Yet, to date, consensus has remained elusive. Many had hoped that a dialogue among the key stakeholder interests surrounding encryption and national security—especially in the wake of the Paris, Brussels, and San Bernardino attacks—would develop organically. But no such dialogue has begun. Still, many commentators from the tech industry, the national security and intelligence communities, academia, law enforcement, and lawmaking agree that this kind of dialogue is essential to getting beyond the rancor and solving the problem. As Ryan Hagemann, a technology and civil liberties analyst at the libertarian advocacy organization, the Niskanen Center, and Andrew Chang, co-founder and managing partner of Eastern Foundry, an incubator and accelerator for tech startups working with government wrote recently, “[a Congressionally-mandated dialogue] is the best path forward to resolving the encryption debate. By assembling a report and recommendations from the leading minds in the fields of economics, law, technology, computer science, and law enforcement, we can begin to form a general concurrence of opinions, informed by a common understanding of the underlying facts.”

In further support of this approach, CIA Director John Brennan said in his testimony before the Senate Intelligence Committee in June 2016, “I don’t know what the best way is [to solve the encryption question], but I know that it has to be an effort undertaken by the government and the private sector in a very thoughtful manner that looks at the various dimensions of the problem and is going to come forward with a number of options—recommendation...A congressional commission on this issue is something that really could do a great service. There needs to be an understanding between the private sector and the government about what our respective roles and responsibilities are going to be and be able to find some kind of solution that’s able to optimize what it is we’re all trying to achieve.”

The Committee has arrived at the same conclusion. While Congress—as opposed to the courts—is the proper forum to consider novel matters of law and policy, we recognize that this is a truly complex issue. A comprehensive report—one which will include new ideas for addressing digital security challenges—will be incredibly valuable for Members of Congress as they endeavor to make the most informed decisions possible. We further recognize that the debate surrounding encryption is itself part of a larger conversation on technological transformation and its impact on American competition, security and values. We believe the best way to make informed, sustainable decisions is to bring together experts who best understand the complexities of this issue, and can advise Congress on the best path forward. Apple CEO Tim Cook weighed in this year on a Commission proposal, noting “Our country has always been strongest when we come together. We feel the best way forward would be [to]...as some in Congress have proposed, form a commission or other
panel of experts on intelligence, technology and civil liberties to discuss the implications for law enforcement, national security, privacy and personal freedoms. Apple would gladly participate in such an effort.”

Even the two major political parties in the U.S. have expressed support for the idea of a commission or the need for consensus on this extremely complicated issue. The 2016 Democratic Party Platform states, “We will support a national commission on digital security and encryption to bring together technology and public safety communities to address the needs of law enforcement, protect the privacy of Americans, assess how innovation might point to new policy approaches, and advance our larger national security and global competitiveness interests.” Indeed, Democratic Presidential Nominee Hillary Clinton stated in her tech agenda that “she supports Senator Mark Warner and Representative Mike McCaul’s idea for a national commission on digital security and encryption.”

Similarly, the 2016 Republican Party Platform states, “It will not be easy to balance privacy rights with the government’s legitimate need to access encrypted information. This issue is too important to be left to the courts. A Republican president and a Republican Congress must listen to the American people and forge a consensus solution.”

Former House Speaker Newt Gingrich (R-GA) and former House Intelligence Committee Member Jane Harman (D-CA) summed things up, writing in a joint Op-Ed on the issue in April 2016, “We each have private hopes, of course, that an expert, unbiased commission will recommend what we already believe. But we’re willing to learn that we have things completely backward; Apple, the Obama administration and members of Congress should be just as open. The question of encryption is too central to this country’s future to answer without a real dialogue.”
Appendix – Legal Standards for Obtaining Digital Evidence

When considering whether law enforcement agents should be able to access encrypted data containing evidence of a crime, it is important to remember that there are legal standards and procedural requirements in place all along the way to safeguard the privacy of Americans.

Investigators must meet a series of escalating legal standards in order to obtain various types of data. Most investigations begin by casting a wide net. As new facts emerge and evidence is gathered, the case narrows. As the data sought becomes increasingly private and potentially revealing, the standards to obtain that data become increasingly difficult to meet. Below is a diagram that helps to explain the process by associating various types of data that investigators may seek with the corresponding legal standards that must be reached.

![Diagram showing legal standards for obtaining digital evidence]

- **No Standard**: There is no legal standard for obtaining publicly available information.
  - Public Information
  - Google Searches
  - Consensual Interactions
- **Publicly Available Information**: Commonly referred to as “metadata,” a set of data that describes and gives information about other data.
- **Reasonable Suspicion**: There is a “strong suspicion,” based on specific and articulable facts, that a person is involved in criminal activity.
  - Name/Physical Address/#
  - Call Times/Duration
  - Billing Records
- **Relevance**: It is likely that a search will yield information relevant to an ongoing investigation.
  - To/From
  - IP Addresses
  - Transactional Records
- **Probable Cause**: There is a “fair probability,” based on the totality of the circumstances and articulable facts, that a person has committed a crime, or that a search will reveal evidence of a crime.
  - Emails
  - Text Messages
  - Pictures
  - Content of Electronic Communications

Investigators seeking access to digital evidence must be able to demonstrate that the evidence is needed, and that they have exhausted the least intrusive means of obtaining it. Yet, even where law enforcement has met the legal standard to obtain the data, actual access may be prevented because the data is encrypted.
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